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Abstract

Quartz occurs in a wide range of geologic environments throughout the Earth’s crust. The concen-
tration and distribution of trace elements in quartz provide information such as temperature and other 
physical conditions of formation. Trace element analyses with modern electron-probe microanalysis 
(EPMA) instruments can achieve 99% confidence detection of ~100 ppm with fairly minimal effort 
for many elements in samples of low to moderate average atomic number such as many common 
oxides and silicates. However, trace element measurements below 100 ppm in many materials are 
limited, not only by the precision of the background measurement, but also by the accuracy with which 
background levels are determined. A new “blank” correction algorithm has been developed and tested 
on both Cameca and JEOL instruments, which applies a quantitative correction to the emitted X-ray 
intensities during the iteration of the sample matrix correction based on a zero level (or known trace) 
abundance calibration standard. This iterated blank correction, when combined with improved back-
ground fit models, and an “aggregate” intensity calculation utilizing multiple spectrometer intensities 
in software for greater geometric efficiency, yields a detection limit of 2 to 3 ppm for Ti and 6 to 7 
ppm for Al in quartz at 99% t-test confidence with similar levels for absolute accuracy.

Keywords: Electron microprobe, trace elements, quartz, detection limit, accuracy, background 
artifacts, blank correction, aggregate intensities

Introduction

Quartz is the second most abundant mineral in the Earth’s 
crust and is common in plutonic, volcanic, metamorphic, hydro-
thermal, and sedimentary environments. Because quartz forms 
in many geologic environments, genetic information derived 
from quartz geochemical analysis has broad applications in the 
geosciences. Recent studies have attempted to understand the 
evolution of various geological processes through trace element 
analysis of quartz (Wark et al. 2007; Rusk et al. 2008; Müller 
and Koch-Muller 2009; Larsen et al. 2009; Lehmann et al. 2009; 
Thomas et al. 2010). These and other studies correlate the physi-
cal and chemical conditions of quartz crystallization with the 
concentration of a variety of trace element constituents, usually 
Ti and Al at the parts per million levels.

Trace element variations in quartz are typically character-
ized qualitatively by cathodoluminescent (CL) images (Fig. 
1) (Rusk et al. 2006, 2008; Wark and Watson 2006; Allan and 
Yardley 2007; Landtwing and Pettke 2005; Monecke et al. 2002; 
Penniston-Dorland 2001). These images often reveal variations 
in CL texture and intensity that are interpreted as distinct gen-
erations of quartz precipitation and dissolution (Rusk and Reed 
2002). Careful trace element analyses indicate that fluctuations in 
CL intensity are primarily due to variations in the concentration 
of Ti in the range of <2 ppm to several hundred parts per million 
and Al concentration between a few parts per million and sev-
eral thousand parts per million. Growth zones and cross-cutting 
quartz generations are commonly only a few micrometers in 

width, and therefore the interpretation of geologic histories based 
on trace element analysis among various CL features (Mercer and 
Reed 2010) requires high-resolution analyses (<5 µm) that are 
both accurate and precise at concentrations down to a few parts 
per million (Fig. 2). Although both laser ablation-inductively 
coupled plasma-mass spectrometry (LA-ICP-MS) and second-
ary ion mass spectrometry (SIMS) have recently been applied 
to understanding trace element concentrations in hydrothermal 
quartz, neither of these techniques can offer the spatial resolution 
offered by electron-probe microanalysis (EPMA).

Modern EPMA instruments equipped with stable electron 
guns, low noise gas flow detectors, high-speed counting elec-
tronics, and large area analyzing crystals can achieve detection 
limits for most elements down to 100 ppm or lower with minimal 
effort. However, artifacts produced in the X-ray continuum due 
to systematic sample and instrumental effects become increas-
ingly significant issues for accuracy as lower detection limits are 
sought, particularly at trace concentration levels below several 
tens of parts per million. Previous studies have achieved detec-
tion limits of 10–20 ppm Ti using long counting times (Rusk 
et al. 2006; Wark and Watson 2006) but systematic accuracy 
errors resulting from these continuum artifacts limit further 
improvements in detection limit. In this study, newly developed 
software techniques permit both significantly improved detection 
limits and better accuracy for EPMA of many trace elements 
in quartz. This has been accomplished in three ways; first by 
implementing improved background models to fit the shape of 
the background, second by utilizing new quantitative “blank” 
correction routines for improved background determination 
accuracy, and third by means of “aggregate” counting methods * E-mail: donovan@uoregon.edu
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using multiple spectrometers to improve geometric efficiency 
for better detection limits. The combination of these software 
methods yields 99% confidence detection limits of ~2–3 ppm for 
Ti and ~6–7 ppm for Al, without compromising the high-spatial 
resolution offered by EPMA.

Background modeling

There are several causes for systematic accuracy errors in 
EPMA determinations of trace element concentrations. A com-
mon occurrence is the presence of spectral interferences on the 

analytical peak of interest by secondary emission lines from other 
elements also present in the sample matrix [see Donovan et al. 
(1993) for a full treatment]. Additionally, secondary fluorescence 
effects from adjacent phases containing major amounts of the 
trace element of interest can produce spurious detection when 
characteristic or continuum X-rays emitted from the phase under 
electron bombardment are able to travel a distance sufficient 
to excite nearby phases containing that element. For example, 
measurements of trace Al in quartz are quite susceptible to such 
errors when Al-rich phases are also present in the sample. This 
is because the relatively strong SiKα characteristic emissions 
produced from electron bombardment of quartz can cause Al 
atoms in adjacent feldspar grains to fluoresce, resulting in the 
subsequent emission of AlKα X-rays, which cannot be spatially 
resolved even by focusing X-ray spectrometers. Such analytical 
situations will produce apparent concentrations of 100 to 150 
ppm of Al in pure synthetic SiO2 at distances of tens of microm-
eters from a mechanically produced Al2O3 boundary. Llovet and 
Galan (2003) and Jercinovic et al. (2008) provide other examples 
of secondary fluorescence effects on trace element intensities in 
geological settings. Efforts to produce an analytical expression 
based software correction for such sources of measurement error, 
without recourse to time-consuming Monte-Carlo methods, are 
in progress (Escuder et al. 2010). 

However, the primary causes for most systematic accuracy 
errors in trace element determinations are the result of poorly 
placed background intensity measurement spectrometer posi-
tions and/or improperly selected background fit models for 
interpolation of the background intensity underneath the peak 
to determine the net intensity of the emitted characteristic line. 
For example, if the background measurement position of the 
element of interest lies near a secondary line of another element, 
the background intensity will be systematically higher than the 
true background intensity by a degree proportional to the con-
centration of the secondary element. To avoid these situations, 
it is generally necessary to perform high-sensitivity wavelength 
scans on each side of the analytical peak and choose background 
positions that are free from interferences at the required sensi-
tivity levels (Jercinovic et al. 2008). This process can be very 
time consuming for complex and chemically variable materials 
(e.g., monazite), but can be relatively straightforward for simple 
matrices such as SiO2. Alternatively, one can perform multi-point 
background position measurements where multiple background 
positions are specified and acquired on each side of the analytical 
peak at the required analytical precision (Donovan 1995–20101). 
Subsequently, each multi-point background intensity measure-
ment is either selected or rejected objectively on the basis of a 
statistical background fit model once the data has been acquired 
by iteratively optimizing the fit. This alternative background 
fitting method will be discussed in a subsequent paper on trace 
element analysis.

Another difficulty exists in the choice of background fit 
models. For example, determination of trace Al using EPMA is 
sensitive to the background correction fit model used (Fig. 3). 

Figure 1. CL image and Al and Ti trace element WDS maps of vein 
quartz from the El Salvador porphyry copper deposit, Chile (cf. Rusk 
et al. 2008), using a JEOL 8900 EPMA. CL image shows early mosaic 
quartz crystals overgrown by quartz with euhedral growth zones of 
oscillating CL intensity. CL intensity correlation with Ti concentration is 
difficult to determine in a TiKα X-ray map without a proper quantitative 
background correction. 

Figure 2. SEM-CL image of a quartz vein from the porphyry 
copper deposit in Butte, Montana, overlain with map of quantitative 
EPMA Ti concentrations (parts per million) contoured based on a grid 
of 395 microprobe analyses using two spectrometers tuned to TiKα with 
the aggregate intensity option for improved detection limits and the 
quantitative blank correction for improved accuracy. There is excellent 
agreement between the more intense (white) cathodoluminescent areas 
of the image and higher Ti abundance although the difference between 
the two zones is approximately only 20 to 40 ppm.

1 Donovan, J.J. (1995–2010) Probe for EPMA. http://www.probe-
software.com. Probe Software at Microscopy & Microanalysis, 
Portland, Oregon. 
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This is especially true when the spectrometers are at low Bragg 
angles where the background is highly curved and/or sloped and 
requires the use of a more sophisticated treatment than is com-
monly utilized. In this example, to avoid interference from the 
SiKα extended tailing on the low background side of the AlKα 
peak, one might consider measuring the background only on the 
high side of the AlKα peak. This procedure however, will greatly 
underestimate the background intensity underneath the analytical 
peak due to the highly sloping background from the SiKα tailing. 
The more commonly utilized linear interpolation method using 
two background measurements on each side of the peak is an 
improvement but, due to the curvature of the continuum in this 
region of the spectrometer range, systematically reduces the net 
peak intensities by ~60–70 ppm in this instance. However, using 
either an exponential or polynomial fit of the background, one 
can accurately fit both the slope and curvature of the continuum 
to obtain a more accurate background determination. 

To properly fit a curved background with only two back-
ground intensity measurements, there are several approaches 
that can be utilized, but we will discuss an exponential and a 
polynomial fit method, where, in both cases, the user performs 
a spectrometer wavelength scan of sufficient precision over a 

region of interest that includes the two background measure-
ment positions. This is the data that will be utilized to fit the 
selected background model, which is generally evaluated by 
plotting the fit model over the previously acquired spectrometer 
wavelength scan. 

The first fit method is performed using an exponential fit 
expression where a user-specified “tension” parameter exponent 
is applied using Equation 1 until a proper fit is obtained with 
the wavelength scan:
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where c is a fit parameter, a is a fit parameter, e is the exponential 
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where e is the exponential operator, Ln is the natural log opera-
tor, P1 is the spectrometer position for the first background, P2 
is the spectrometer position for the second background, I1 is the 
intensity measurement for the first background, I2 is the intensity 
measurement for the second background, n is the user specified 
exponent, and c is defined by Equation 2.

In this two-point exponential fit, the user-specified exponent, 
n, is adjusted until the fit model agrees with the wavelength inten-
sity scan and this exponent value is stored for subsequent off-peak 
measurements. The on-peak position background intensity ibgd is 
then calculated from Equation 1 after the fit parameters a and c 
are calculated from the two off-peak background measurements 
for each trace element measurement.

The polynomial background fit using two off-peak back-
ground measurements is slightly more complicated but the 
polynomial fit coefficients are again obtained by comparing the 
fit model to a previously acquired wavelength scan and storing 
the polynomial fit coefficients for later use with the trace ele-
ment background measurements. Because the off-peak X-ray 
intensities may vary from one analysis to another depending on 
the composition of the sample (though generally not significantly 
for quartz because the composition is relatively constant), the 
polynomial regression must be normalized for the measured trace 
element off-peak intensities to provide a polynomial background 
correction for general use. Therefore, the necessary steps are 
as follows:

(1) Specify a polynomial fit on a previously acquired 
wavescan of sufficient precision using any three spectrometer 
positions within the scan range as shown by the arrows in 
Figure 3.

(2) Store the three polynomial fit regression coefficients for 
the element, X-ray, crystal, and spectrometer configuration and 

Figure 3. Wavelength intensity scan data on hydrothermal quartz in 
the range of the AlKα peak position (black lines). The gray lines represent 
different background models: linear (top) and polynomial (bottom). The 
arrows indicate the selected fit positions for the polynomial fit regression 
model. The choice of background model significantly affects the apparent 
Al abundance.
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acquire the trace element measurements using two off-peak 
intensity positions.

(3) Using the previously stored polynomial fit coefficients, 
calculate three pseudo-intensities at any three spectrometer posi-
tions (for example, the low off-peak, high off-peak, and on-peak 
positions from the trace element measurements). Normalize the 
pseudo-intensities to the same beam current as the trace element 
acquisition.

(4) Again, regress the three now normalized pseudo-intensi-
ties using a second-order polynomial fit.

(5) Calculate the predicted low and high off-peak intensities 
at the measured low and high off-peak trace element spectrom-
eter positions.

(6) Calculate the intensity differences between the measured 
trace element off-peak intensities and the predicted off-peak 
intensities from step 5.

(7) Average the two off-peak intensity differences and add 
that value to the intercept coefficient from the regression fit 
obtained in step 4.

(8) Calculate the background intensity under the on-peak 
position using the modified intercept from step 7 and the slope 
and curvature terms obtained from the polynomial regression 
in step 4.

Using the above polynomial fit model in test samples mea-
sured by EPMA, the calculated Al concentrations range from 
4 to 32 ppm, whereas Al values obtained by LA-ICP-MS in 
adjacent areas range from 2 to 33 ppm. Excellent agreement 
between these two techniques suggests that the exponential or 
polynomial background fit is appropriate for quantification of 
trace Al in quartz. In this particular case, any curvature of the 
background due to SiKα extended tailing, is appropriately ac-
counted for by measuring the background intensities on both 
sides of the AlKα peak position and fitting an exponential or 
polynomial fit, because the Si content is essentially a constant 
for quartz samples.

The “blank” correction

Accurate trace element analyses down to a few parts per mil-
lion by EPMA requires an accurate determination of the X-ray 
background. However, a subtle difficulty appears as EPMA 
detection limits are pushed below the level of several tens of 
parts per million. Although the precision of the EPMA can be 
improved by increasing beam current and/or integration time, 
the accuracy of the X-ray background characterization is subject 
to several systematic errors that cannot be eliminated by simply 
increasing the measurement precision. The accuracy of the 
background continuum determination may be affected by sample 
artifacts such as the matrix absorption edges, detector artifacts 
such as Ar or Xe absorption edges (Jercinovic and Williams 
2005), and Bragg analyzing crystal diffraction artifacts such 
as the extended peak tails mentioned above and also “negative 
peaks” or “holes” in the X-ray continuum (cf. Self et al. 1990; 
Wark and Watson 2006). Such “negative peaks” or “holes” in 
the X-ray continuum, apparently due to secondary Bragg diffrac-
tion at other lattice planes at some angle to the preferred lattice 
plane, have been documented for the TiKα X-ray peak position 
in quartz for some but not all PET analyzing crystals (Fig. 4). 
This inconsistency may be due to differences in orientation or 

strain during manufacturing. Such problems in background 
determinations can often be avoided by simply shifting the off-
peak background measurement positions, but if these artifacts are 
located in close proximity to the on-peak measurement position 
for the analytical line of interest, these systematic errors cannot 
be so easily avoided for the on peak intensity measurements. 
These X-ray continuum artifacts can produce systematic inten-
sity errors that are measurable at levels of 20 to 50 ppm or more 
depending on the particular analytical situation. For example, 
Ti concentrations in synthetic quartz measured simultaneously 
on five different spectrometers—using PET and LiF crystals, 
range from –18 to +24 ppm (Table 1) with measured standard 
deviations on the order of 3 to 19 ppm. This demonstrates that 
the systematic differences between the various spectrometers, 
due to such continuum artifacts, can significantly exceed 3σ 
sensitivities even at these relatively low precision levels obtained 
using moderate beam currents and counting times.

To correct for these systematic inaccuracies, a quantitative 
“blank” correction for EPMA has been developed that is incor-
porated into the traditional ZAF or φ(ρz) matrix correction. The 
term “blank” correction is appropriated from other trace element 
techniques such as ICP-MS, where the absolute accuracy of the 
measurement is characterized by analyzing a sample with a ma-
trix similar to the unknown but, which contains none of the ana-
lyte in question (e.g., in ICP-MS pure water is generally utilized 
as a blank sample because pure water is generally the analyte 
matrix). In ICP-MS, this blank level is usually reported along 
with the measured values for each sample and can be subtracted 

Table 1.	 Titanium concentration values (parts per million) and 
measured standard deviations and standard errors on 
synthetic SiO2, ESPI, Catalog K4699M (Ti confirmed at 1.42 
ppm using ICP-MS) collected simultaneously on five differ-
ent spectrometer-crystal combinations

Spectrometer crystal	 1-PET	 2-LPET	 3-LPET	 4-PET	 5-LIF
Ti concentration average	 –3.1	 –14.6	 –18.0	 24	 1.3
   (without “blank” correction)
Standard deviation (1σ)	 7.5	 6.9	 3.6	 11.7	 19
Standard error (1σ)	 2.2	 2.0	 1.0	 3.4	 5.5
Notes: Conditions were 20 keV, 100 nA, 200 s counting time for on-peak and 
off-peak intensities, average of 10 points. In all instances the concentration dif-
ferences between spectrometers due to systematic accuracy errors are larger 
than the measured variances: hence, the need for an EPMA blank correction to 
improve absolute accuracy of trace element analysis.

Figure 4. Wavelength dispersive scans on SiO2 and TiO2 at the 
position for the TiKα peak showing “holes” in the continuum both 
adjacent to and directly underneath the analytical peak position. This 
scan was performed on a LPET analyzing crystal on a Cameca SX-100 
EPMA instrument. Similar effects are not always observed on PET, PETJ, 
or PETH analyzing crystals, which may be due to different mounting 
orientations of the non-isometric (tetragonal) PET crystal. 
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from the measured values to provide a blank corrected result for 
best accuracy. In adopting this term for EPMA trace measure-
ments we propose to similarly measure the analyte in question, 
using a zero concentration sample with a matrix similar to the 
actual sample (e.g., pure SiO2 for the measurements reported in 
this paper), to obtain a characterization of the background mea-
surement accuracy at zero concentration. However, unlike other 
static blank techniques, this EPMA blank concentration value is 
converted quantitatively into a net X-ray intensity, which is then 
subtracted from the measured X-ray intensity during the ZAF or 
φ(ρz) sample matrix calculation.

Applying this EPMA blank correction at somewhat more 
extreme beam conditions (20 keV, 200 nA, and 960 s on-peak 
and 960 s off-peak) as shown in Table 2, we observe that the 
differences between the spectrometers for two separate data 
sets is now similar to the precision levels for all five spectrom-
eters, yielding ~1 to 6 ppm 1σ variances. This compares well 
to predicted 3σ variances calculated by assuming only random 
counting statistics that gives ~4 to 7 ppm using Equation 4. 
Alternatively, 3σ detection limits derived from Scott and Love 
(1983), which also include sample matrix effects, range from 5 
to 8 ppm, again providing good agreement with theoretically 
achievable sensitivities: 
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where IB
U is the intensity of the background in cps/nA, tB

U is the 
count time used for the unknown background measurement, BU 
is the beam current used for the unknown measurement in nA, 
CS is the concentration of the element in the standard in weight 
percent, IP

S is the intensity of the standard in cps/nA, and XU is 
the detection limit concentration in weight percent.

Additional sensitivity calculations utilizing a t-test for the 
average of 5 data points in two separate data sets yields ~2 to 7 
ppm at 95% confidence intervals (CI) and 3 to 10 ppm at 99% 
CI for individual spectrometers. 

Thus, the EPMA blank correction provides a quantitative ac-
curacy correction to the net X-ray intensities, by calculating the 
intensity contribution from the measured systematic quantitative 
offset as shown in Equation 5, from a trace calibration standard, 
which is measured under identical conditions as the unknown 
sample. Note that the calibration level in the blank standard, Clevel, 
need not be zero; it can be any known non-zero trace level for the 
purposes of this correction. And because the calibration inten-
sity from the blank standard is quantitatively corrected for both 
continuum background and compositional matrix effects relative 
to the unknown in question, the matrix of the blank calibration 
standard need not be identical to the unknown matrix. However, 
because there are at least two sources of systematic errors that can 
be corrected for using the blank correction, it is worth noting that 
the selection of a blank calibration standard with an appropriate 
matrix is important in some cases. For example, the matrix of the 
blank calibration standard is critical when correcting for a matrix 
induced continuum artifact, such as the measurement of AlKα in 
a SiO2 matrix as described above. In this case, the shape of the 
background is strongly affected by the tail of the SiKα peak and 
therefore requires a blank standard with a similar SiO2 matrix. 
On the other hand, for instrumental sources of systematic error, 
such as the “negative peaks” or “holes” in the TiKα background 
resulting from secondary Bragg diffraction on some PET crys-
tals, the blank calibration standard does not need to be similar 
in matrix to the unknown. In this instance, the blank calibration 
standard needs only to be well-characterized compositionally 
for the trace element being measured in the unknown because 
the source of systematic accuracy error is due to instrumentally 
induced differences between the WDS spectrometers. 

This EPMA blank correction is applied iteratively using Equa-
tion 5 during the sample matrix correction iteration so that the 
elemental k-ratios (i.e., the unknown net intensities divided by 
standard net intensities), peak-to-backgrounds (P/B) and other 
error calculations are properly propagated.
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where Icorr is the blank corrected unknown net intensity, Iunk is 
the measured unknown net intensity, Istd is the measured primary 
standard net intensity, Cmeas is the measured concentration in the 
blank standard, Clevel is the zero or known concentration in the 
blank standard, Cstd is the concentration in the primary standard 
(TiO2), ZAFstd is the matrix correction factor for the primary 
standard (TiO2), ZAFunk is the matrix correction factor for the 
unknown sample.

Results obtained using this new matrix-iterated trace element 
EPMA blank correction method demonstrate that these systematic 
errors can be reduced to levels similar to the measured detection 
limits that can be as low as single digit parts per million values 
when combined with the “aggregate” intensity method described 
below. The Ti concentrations in parts per million between two 
different spectrometers obtained from a stage line scan analysis 

Table 2.	 TiKα EPMA element statistics (parts per million) on two 
measurement sets of synthetic SiO2, ESPI, Catalog K4699M 
(Ti confirmed at 1.42 ppm using ICP-MS)

Spectrometer crystal		  1-PET	 2-LPET	 3-LPET	 4-PET	 4-PET
Set 1, Ti concentration average 	 –0.8	 –12.3	 –29.5	 4.7	 –3.4
  (without blank correction)
Set 2, Ti concentration average 	 1.2	 –11.4	 –29.7	 7.3	 –1.4
  (without blank correction)
Set 1, Ti concentration average	 –0.6	 0.5	 1.6	 –1.2	 –0.6
  (with blank correction)
Set 2, Ti concentration average	 3.5	 2.3	 1.2	 4.0	 3.4
  (with blank correction)
Set 1, measured dev. (1σ)		 5.8	 2.3	 1.2	 6.5	 2.3
Set 2, measured dev. (1σ)		 3.9	 2.7	 3.5	 5.2	 1.4
Set 1, predicted detection (3σ)	 6.1	 4.2	 4.0	 6.9	 5.8
Set 2, predicted detection (3σ)	 6.1	 4.2	 4.0	 6.9	 5.8
Set 1, reported detection (3σ)	 7.2	 4.9	 4.7	 8.0	 6.8
Set 2, reported detection (3σ)	 7.2	 4.9	 4.7	 8.0	 6.8
Set 1, detection 95% CI t-test (avg.)	 5.8	 1.8	 3.1	 5.6	 3.2
Set 2, detection 95% CI t-test (avg.)	 6.5	 3.0	 4.7	 1.4	 5.1
Set 1, detection 99% CI t-test (avg.)	 9.5	 2.9	 5.1	 9.2	 5.3
Set 2, detection 99% CI t-test (avg.)	 10.7	 5.0	 7.8	 2.2	 8.4
Notes: Testing with and without using blank corrected intensities, on 5 spec-
trometers acquired at 20 keV, 200 nA beam current and 960 s on peak and 960 
s off peak, average of 5 points. The blank corrected Ti concentrations are only 
provided to demonstrate the improvement in spectrometer-to-spectrometer 
variation because they are referencing each other for the purposes of a blank 
correction in this study. The “predicted” detection limit is based on the 3σ es-
timate of the measured background variance from Equation 4. The “reported” 
detection includes the additional effect of the sample matrix correction (cf. Scott 
and Love 1983), which for TiKα in SiO2 relative to TiO2 is about 1.2, mostly due 
to the atomic number effect.
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across a hydrothermal quartz vein sample are shown in Figure 
5. Although the average Ti concentration in this sample is on 
the order of 300 ppm, the difference between the corrected and 
un-corrected “blank” results from the two spectrometers is ~40 
ppm or more than a 10% relative error due to differences in the 
continuum artifacts intrinsic to each spectrometer. Note that at 
sub-100 ppm levels, this ~40 ppm discrepancy would be similar 
in magnitude to the measured concentrations. The applied EPMA 
blank correction quantitatively minimizes this systematic concen-
tration offset to levels similar to the measured precision.

Aggregate intensity counting

Although accuracy can be improved through careful use of 
the blank correction procedure described above, precision is still 
often a limiting factor for EPMA trace element measurements. 
There are, of course, several prosaic approaches to increase the 
characteristic X-ray signal including: increased accelerating 
voltage, increased beam current, or increased count integration 
time or a combination of these approaches. Increased accelerat-
ing voltage and beam current can result in greater precision by 
increasing the ionization efficiency and electron flux, but this 
also results in larger interaction volumes and possible increased 
sample damage. Increased count time improves statistics simply 
by increasing the total number of photons integrated at the cost 
of increased analysis time and possible increased sample damage 
and/or charging. Many analysts are familiar with the appearance 
of small areas of visual damage produced by a focused electron 
beam in quartz samples after an extended period of electron 
beam exposure. This beam damage effect, although significantly 
less observable in specimens of SiO2 glass under the same beam 
conditions and exposure times, is quite noticeable in crystalline 
SiO2 (Hobbs and Pascucci 1980), and therefore limits these 
simple approaches for improving sensitivity in quartz. Previous 
X-ray intensity measurements performed to characterize the time 
dependence of such effects show that significant changes in SiKα 
intensities occur after ~5 to 10 min of even moderate (30 to 50 
nA) beam exposure with a focused beam. Emitted intensities 

of OKα in SiO2 are affected by such moderate electron beam 
exposures in even less time (Donovan and Rowe 2005).

Another approach to improving trace element detection limits 
is to increase the geometric efficiency of the instrument by vari-
ous engineered strategies including decreasing the Rowland focal 
circle, using larger Bragg analyzing crystals or combining X-ray 
intensities from multiple spectrometers. Smaller focal circles will 
improve geometric efficiency and produce significantly higher 
X-ray intensities at a given beam current, but they also result 
in lower spectral resolution. Large area Bragg crystals are an 
excellent approach for improving geometric efficiency of the 
instrument but the availability of this method is usually fixed 
at the time of the instrument purchase and, in any case, adds 
considerable cost to the instrument purchase or upgrade. In all 
cases however, one can improve the geometric efficiency of the 
EPMA instrument by utilizing software to combine the photon 
streams from two or more Bragg spectrometers tuned for the 
same element emission line, although the Bragg crystals may 
be of different types (e.g., LiF and PET). 

The combining of photon intensities from multiple spectrom-
eters, as opposed to the calculated concentrations, has the advan-
tage that all counting statistics are then automatically propagated 
(and properly weighted) in all subsequent calculations. To ensure 
quantitative accuracy, the combining of intensities at the photon 
intensity must be applied to both the acquisition of the unknown 
and the standard intensities. Although each spectrometer contrib-
utes photon counts at rates specific to its own individual design, 
construction, configuration, and tuning, all photon count rates 
can be combined in software to yield a count rate equivalent to a 
single spectrometer with greater geometric efficiency, assuming 
that each spectrometer is tuned to the same element and emission 
line, and the intensities are separately corrected for deadtime (and 
beam drift) before they are combined in software. Note that the 
on peak, high off-peak and low off-peak intensities (and multi-
point background intensities if utilized) must also be aggregated 
separately using deadtime corrected photon intensity levels so 
that detection limit statistics can be properly propagated during 

Figure 5. Quantitative Ti linescan from a Cameca SX-100 EPMA across a hydrothermal quartz vein shows that, even at relatively high 
concentrations of several hundred parts per million, systematic differences between two spectrometers due to instrument/spectrometer/crystal-
dependent continuum artifacts are distinctly visible. Data values over 400 ppm were adjacent to rutile inclusions in the quartz vein. Differences 
between the two spectrometers are ~40 ppm at the 300 ppm level before the application of the blank correction (left). After the blank correction 
(right) is performed, the systematic differences between the two spectrometers are significantly smaller and within the precision levels.
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subsequent calculations.
The analytical approach wherein the same element is simul-

taneously acquired on multiple spectrometers and combined by 
software at the photon intensity level is referred to as “aggregate” 
intensity counting. In aggregate intensity counting, both the 
on- and the off-peak intensities of the duplicate elements are 
aggregated to improve the total counting statistics. This does 
not physically measure more of a specific element in the sample 
because the standard intensities are also measured and aggregated 
under the same spectrometer configuration (though not neces-
sarily the same beam or count time) conditions. However, if the 
same element is measured on multiple spectrometers and not 
combined as aggregate intensities, the duplicate concentrations 
will be added to the sample matrix correction and this could result 
in systematic errors to the matrix correction, especially if the 
duplicate element is present at significantly more than trace level 
concentrations. In any case, it is useful to switch the software 
between aggregate and non-aggregate intensity modes with the 
same data set, to evaluate the relative performance of individual 
spectrometers for detection limit comparisons. It should be noted 
that aggregate cps/nA intensities that require de-normalizing to 
time and beam current for proper statistical calculations must be 
de-normalized to both the average counting time and the average 
beam current for situations in which different count times or beam 
currents were utilized for duplicate element measurements. For 
best analytical results, the individual spectrometer intensities 
should always be blank corrected prior to using the aggregate 
intensity method to avoid decreased precision from combining 
systematic net intensity offsets between spectrometers.

A summary of measurement statistics from all 5 spectrom-
eters tuned to TiKα and measured on pure SiO2 (1.42 ppm Ti 
by ICP-MS) calculated with the aggregate intensity correction 
option is shown in Table 3. Three σ sensitivities based on count-
ing statistics only are ~2.5 ppm, while t-test sensitivities on the 
average of 5 data points yields ~1.5 to 2 ppm at 95% CI and ~2.5 
to 3 ppm at 99% CI, all of which demonstrate the efficacy of 
the aggregate intensity method particularly when utilized with 
the blank correction.

Test of methodology

To further test the accuracy and precision of EPMA analyses 
using the methods described in this paper, a synthetic quartz 
standard (ESPI, Catalog K4699M) was analyzed by ICP-MS 

following the procedure in Taggart (2002) and found to have <2 
ppm Ti, Al, and Zn and 3 ppm Li and Mn. All other elements 
were present at the <1 ppm level. EPMA data were collected at 
the University of Oregon using a Cameca SX-100 with Probe 
for EPMA software (cf. Donovan 1995–20101). The operating 
conditions were 20 keV, 200 nA and utilized several increasing 
count integration times between 2 and 1920 s for both the on-
peak and off-peak intensities for the test measurements, using 
PET or LPET crystals on all 5 spectrometers. The on-peak and 
off-peak intensities for all measurements over 60 s in duration 
were acquired using alternating on-peak and off-peak intervals to 
compensate for any change in intensity over time. For example, 
the 960 second on-peak counting interval consisted of 16 separate 
60 second on-peak measurements, with 30 s of high off-peak 
measurement followed by 30 s of low off-peak measurement 
interleaved between the on-peak intensity measurements. 

A summary of the calculated single point detection limits 
and t-test detection limits for the average of 5 points comparing 
single spectrometer statistics and the aggregate intensity method 
are shown in Figures 6 and 7. Detection limits in Figure 6 were 
calculated using the method of Scott and Love (1983), which 
assumes detection at 3 times the variance of the background 
determination plus an adjustment for matrix effects. The t-test 
detection limits in Figure 7 were calculated from Goldstein et 
al. (1992). Note that the aggregate intensity method produces 
a 60% CI detection limit significantly below that of the single 
spectrometer 60% CI.

Table 3.	 TiKα EPMA element statistics (parts per million) on two data 
sets of synthetic SiO2, ESPI, Catalog K4699M (Ti confirmed 
at 1.42 ppm using ICP-MS)

5 spectrometers (all PET crystals)	 With aggregate intensity option
Set 1, Ti concentration average	 0.5
Set 2, Ti concentration average	 2.4
Set 1, reported detection (3σ)	 2.5
Set 2, reported detection (3σ)	 2.5
Set 1, detection 95% CI t-test (avg.) 	 1.5
Set 2, detection 95% CI t-test (avg.)	 1.9
Set 1, detection 99% CI t-test (avg.)	 2.5
Set 2, detection 99% CI t-test (avg.)	 3.1
Notes: Testing done on 5 spectrometers (20 keV, 200 nA beam current, and 
960 s on-peak and 960 s off-peak, average of 5 points), using blank corrected 
intensities along with the aggregate intensity option that combines photon 
intensities from all duplicate element spectrometers to improve geometric 
efficiency by approximately a factor of five and therefore sensitivity levels by 
approximately a factor of 2 to 3.

Figure 6. Comparison of individual spectrometer 3σ detection limits 
with the software-enabled “aggregate” intensity option as a function 
of counting time as measured on a pure SiO2 “blank” (1.42 ppm Ti by 
ICP-MS). The aggregate intensity option reflects the combined intensities 
of all 5 individual spectrometers. Data was acquired on a Cameca SX-
100 with 5 spectrometers using PET and LPET crystals. Note that the 
large area crystals produce the lowest detection limits for an individual 
spectrometer, but the aggregate intensity option curve consisting of the 
combined intensities from all 5 spectrometers greatly outperforms any 
individual spectrometer’s performance.
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In addition, several samples of hydrothermal quartz crystals 
were characterized by SEM-CL and then analyzed by EPMA and 
LA-ICP-MS at the U.S. Geological Survey in Denver. EPMA 
data were acquired using a JEOL 8900 with Probe for EPMA 
software (cf. Donovan 1995–20101). Operating conditions were 
20 kV, 100 nA, using a spot or 5 µm defocused beam. Peak and 
background counting times were acquired for 600 s each. On- and 
off-peak intensities were acquired repeatedly for each data point 
to account for sample degradation and carbon contamination 

buildup from beam heating. The blank correction and aggregate 
intensity option described in this paper were applied to the Ti and 
Al measurements and EPMA results obtained on these quartz 
veins is in excellent agreement with LA-ICP-MS analyses of the 
same sample (Fig. 8).

EPMA analysis of Ti and Al in quartz at the <10 ppm level 
can now be achieved using a combination of blank correction, 
aggregate intensity software options, and careful attention to 
the use of exponential or polynomial background fit models. By 
utilizing all these methods simultaneously, one can combine net 
intensities from multiple spectrometers with systematic errors 
similar to the measured sensitivities. These techniques result in 
excellent precision and accuracy at levels well below 10 ppm. 
These new trace detection limits allow EPMA analytical reso-
lution on the same spatial order as CL features to decipher the 
chemical and physical history of quartz crystallization in a range 
of geologic environments. 
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